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ABSTRACT

A study of the performance and certain characteristics of an eight-weight
adaptive FIR digital filter implementing the LMS algorithm using Residue Number
System (RNS) arithmetic hardware has been done in order to draw conclusions
as to the optimum hardware configuration. Atfects of the hardware and unknown
system on the rate of convergence and adaptive algorithm step size were found
by running filter simulations for different values of the system quantities. It
was found that characteristics of the unknown system (or plant) do not affect
the choice of filter hardware. The optimum step size for use in the hardware
was found. Suggestions were made for further hardware improvement using a

sign-magnitude system as opposed to 2's complement. |
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CHAPTER L INTRODUCTION

1.0 Introduction

Digital signal processing is a dynamic, rapidly growing field, but its
fundamentals are well established [1,2]. The techniques and applications of
digital signal processing are expanding at a tremendous rate. With the advent
of large scale integration and the resulting reduction in cost and size of digital
components together with increasing speed, the number of applications of digital
signal processing techniques is growing. Special purpose digital filters can now
be implemented in the megahertz range, and simple digital filters have been
integrated on circuit chips. Digital processors also form an integral part of
many modern radar and sonar systems. When digital filters are coupled with
the advantages of adaptive systems the results can be very exciting [3,4].
Adaptive filters have distinct advantages over fixed parameter and operator
adjustable systems for many applications. Fortunately, most digital filters can
be made adaptive through the use of an adaptive updating algorithm.

At UCD over the past several years graduate students have been studying
digital adaptive filtering under a contract from the United States Air Force [5]).
One project funded under this contract was to simulate and build a digital
adaptive filter which would run at a very high sampling rate. This filter is
discussed in a paper by M.A. Soderstrand and J.K. Kelley [6] in which a hardware
design is suggested and a report is made on the filter simulation.

The purpose of this thesis is to further develop this hardware and to
study the performance and certain characteristics of this computer simulation

as they apply to the hardware design of the filter. (See Appendices A and B

for computer program and simulated system diagram.) Specifically, we will:




I. Firm up the hardware design for the adaptive part of
the system.
2. Carry out a detailed simulation of this adaptive ]
hardware. |
3. Draw conclusions as to the optimum adaptive hardware
configuations.
During the process of this study our focus will remain on the hardware
implementation (to be carried out at some later date). Thus our choice for
filter structure and adaptive algorithm are very much dependent upon the fact ]

that this filter will be built and not merely simulated.
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2.0 FIR Filter Hardware

2.1  Pipelined FIR Filter
The {filter structure chosen for our adaptive filter is the 8-weight pipelined

Tapped Delay Line filter (PTDL) shown in Figure la [7] which evolved from
the classical Tapped Delay Line filter (TDL) of Figure 1b.

The PTDL of Figure la has a sampling rate 7 times faster than that of
the TDL of Figure 1b due to the parallel processing of all the partial sums with
each other. From straightforward analysis the difference equation of the PTDL
filter is

7
y(i) = [ a.x(i-2-j).
j=o !

This can be compared to the difference equation of the TDL which is

7
y(i) = 1 ax(i-j).

j=o

It is clear that the effect of pipelining is to delay the output by two time
samples. The PTDL filter could be extended from 8 to any desired number of

filter weights.

22 RNS lementation

The Residue Number System (RNS) becomes extremely useful in the
hardware implementation of the digital filter [8-16]. We have chosen the
moduli 11, 13, 15, and 16 due to the range of numbers required. The PTDL is
implemented in modular arithmetic for each of the four moduli in parallel. This
paraliel structure requires no arithmetic carries as would be required in a binary
system. The sampling rate of an RNS filter can thus be much faster than that

of a binary system [17].

e O At




x(i)

— y(d

Figure la
Pipelined Tapped Delay Line Filter (PTDL)
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In practice one must generally convert binary to residue for processing
and after processing convert back to binary. The conversion from binary to
: : residue is quite simple, usually done by straight table look-up [18]). The
conversion back, although somewhat more complex, is relatively simple. Several
techniques exist for this RNS to binary convergence including mixed radix
conversion [18-20] and conversion based on the Chinese reminder theorem

[19,21].

Figure 2 shows the basic hardware for one modulus of the digital filter.

The hardware for each modulus is identical except for the arithmetic tables
stored in the ROMs. Each weight is implemnted by a 256x4 ROM with 4 of
the 8 address bits selected by the modulus m weight ai. Each adder is
implemented by a 256x4 ROM with the 8-bit address selected by the two &4-bit
modulus m, numbers to be added. Each moduli of the FIR filter requires 2n-1
ROMs and 2n delays for n weights. For our 8-weight filter each modulus has
15 ROMs and 16 delays, resulting in a total of 60 ROMs and 64 delays.

2.3  Adaptive Filter

This PTDL filter can now be used in an adaptive system. An adaptive

filter structure must be chosen with which to test the filter, and an adaptive

algorithm must be chosen to update the filter weights.
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3.0 Adaptive Filter Design

3.1 Adaptive Filter Structure
Adaptive filtering is a very useful tool in filter design. Adaptive filters

can be used in many different structures to perform many different tasks. We
would like to choose one of these structures in which to test our filter. Most
uses for adaptive filters can be grouped into four categories:

(1)  System ldentification (Figure 3)

(2)  Noise Cancellation (Figure &)

(3)  Channel Enhancement (Figure 5)

(¢)  Model Reference (Figure 6)

The adaptive filter in each configuration is a separable addition to the
original system. From the viewpoint of the adaptive filter the system which
contains it is a black box. The filter receives signals from the system and
outputs signals to it. An adaptive filter will work independently of the type
of system it is in. Since the purpose of this paper is to study adaptive filtering
and not uses for adaptive filters, we have chosen the System Identification
configuration with which to test our filter. System ID is the simplest of the

four configurations and thus simplifies our study.

32  Adaptive Algorithm
Adaptive systems adapt by means of minimizing (or optimizing) some
system parameter. This parameter is measured by an Index of Performance (IP)

function frequently expressed in the form
[
Ie) =f f(e,c,t)dt
o

where e is the error representing the deviation of the system parameter from
the desired value, c is a set of independently adjustable variables, and t is time.
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Each of the four configurations in which adaptive filters are used has an
‘error' e.which is used by an IP function. For System Identification e is the
difference between the unknown and the adaptive filter outputs. The error e
for Noise Cancellation systems is the approximate input signal x which approaches
x as adaptation cancels the noise. Channe] Enhancement error e is the difference
between the original and channel-distorted signals n and should approach zero.
In Model Reference systems e is the deviation of the actual system output from
the ideal output. For each system, c is the set of adaptive filter weights.

There are many possible IP functions which we could choose to minimize
in our adaptive filter. Only the two most common, Least Mean Squares and

Least Squares, were considered for this study.

32.1 Least Mean Squares

The first of these two Index of Performance functions is the Least Mean
Squares (LMS) in which J(w)=E [ejzl is minimized [22]. In this case c (the
independent variables) are the unknown filter weights w. The System
Identification configuration for our system looks like that in Figure 7. The

error at time j is
T
. =d, ~y. =d,. - x. o W
¢ Yi =9 %2

The square of the error is

2
. =d,
i3] j

2 - 2dj x}._z W+ wai"z x}.-z W,

The mean square error § (which equals J(w)) is

Ber 29 pra 2 T T T
E® E[ej ] = E[di ] -2 E[dj xj-Zl wew E[xj_z xj_zl w

- E[dizl -2P wewRw.







where P is defined as the cross correlation vector between the input signal
and the desired response, E[diij_zl. and R is the input correlation matrix, 1
Elx, x}_zl. € is a quadratic function of the adaptive filter weights, and has
an n-dimensional bow! shape as shown in Figure 8.

€ can be minimized by means of a gradient search using the fcllowing

steepest descent recursive algorithm:

} Wi§l s Wj + u (-vi)

where Viz%k’:wi:-ﬂ’omwi

and y is the step size.

This recursive equation is known as the Least Mean Squares (LMS)
algorithm. In practice this form of the algorithm is not useful because P and
R are not known. An estimate of the mean square error is § = [ejzl which

gives us as approximate gradient

-] ?

= -2e. X..
] )

¢ e W . A

The approximate LMS algorithm is then

f wi+l = wj + 2uei xi

which is very easy to apply in practice.

There are variations of the LMS algorithm which can converge faster than the
LMS. The most popular of these is the Normalized LMS (NLMS) with updating

formula
P SO VIR \
) ’

- o T
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; ' This algorithm will converge faster than the LMS, but requires more hardware

to be implemented.

3.2.2 Least Squares

The second important Index of Performance function is the Least Squares

- where Jw) = } ejz is minimized. In System Identification the problem is to
j
determine the unknown weights. This is done in a method similar to that of

the LMS update equation. This recursive formula is

‘r .
W RIEAAE RRIRINL WIS INE R *
where P =P, -y P. x xT P
j+l j jel T § Tjel Tjel T
and Y., =1/ « x7 P x. ]
j+l j+l ) Tjel

Therefore, by starting with an initial estimate Yo and Po’ w can be sequentially

updated while new observations are continuously obtained.

323 Choice of Algorithm

The main criterion used to choose an adaptive algorithm for our system
was complexity of hardware required. This is due to limited board space and
cost factors of the filter. A key factor in the hardware selection is the fact ‘
that in order to update n weights, it takes nz operations [17]. Thus for a
practical number of weights, each update operation must be very simple. Av

Contrary to what might be expected, number of iterations for convergence

was not a major criterion used to choose an algorithm. Input signals to the »




filter are assumed to be in the audio range. The basic sampling rate is 10MHz,
hence 10,000 iterations can be made in one millisecond. If this were not the
case, number of iterations for convergence might alter the choice of algorithm.

Given the criterion for simple hardware the obvious choice of adaptive 1
algorithm for our filter is the Least Mean Squares. It requires relatively simple
hardware and is fast enough for our purposes.

324 Hardware Implementation of LMS Algorithm
The hardware chosen and simulated by J.K. Kelley for the LMS adaptive

algorithm is shown in Figure 9. Eight bits are available with which to represent

the input x and the error e. The 8 bits must somehow be divided between x
and e. Here we can see that a hardware implementation can considerably
decrease the accuracy of an adaptive algorithm. The number of bits allowed
for x is called NXBIT. One bit of 8 is used for the sign of (e}x) leaving
7-NXBIT bits to represent e.

The purpose of this thesis is to study this division of the bits between e '
and x. We will find which division gives the fastest convergence and how the |

optimum step size is affected by the division. We will also show how the rate

vy - > - -

of convergence and optimum step size are affected when the adaptive and

unknown filters have different numbers of weights.
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CHAPTER 1II. PROCEDURE
1.0 Introduction

As discussed in Chapter I, the purpose of this thesis is to study how the
rate of convergence and optimum step size u* are zffected by:
i) the division of bits between e and x
ii) the number of weights in the unknown filter
The results of this study will define a u o and NXBIT for optimum convergence

to be used in the adaptive filter hardware shown in Figure 9.

Figure 9 shows the update hardware for the digital adaptive filter. A
more detailed picture of the hardware is shown in Figure 10a for the case when
3 bits of the input x and & bits of the error e are used to calculate the weight
adjustment vector Zqux. The update quantity is calculated in the ROM and
assumes that e and x are in 2's complement binary form. Thus the ROM needs
the sign of (eXx) in order to calculate the correct update quantity. This leaves
7 bits to divide between e and x.

A different, and probably better, hardware implementation is discussed in

Chapter III which assumes e and x are in sign-magnitude binary form. For this
case the sign of (eXx) need not be fed into the ROM, but can multiply the
result, leaving 8 bits to divide between e and x. This method is shown in

Figure 10b,




e X

—Gr_]ll i

LS & bits MS 3 bits
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256 x 4 ROM
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2ue’x”
Figure 10a
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2.0 Optimum Step Size

The Least Mean Squares adaptive algorithm updates the adaptive filter
weights using the recursive formula Wi, ® wj + Zuejxj, where y is the step
size. In general, two aspects of the step size are of interest: the maximum
allowable gain u max for stability, and the optimum u#* for fastest convergence
[23].

It has been shown that for the LMS algorithm to converge [22] u must

be bounded as
0 < W < Uy
’ 2 2
where M =z = = ———, (1) :
‘ max trR E'[”xkllzl

As seen in Chapter I, R is the input correlation matrix defined by

A T

Gitlin and Weinstein [24] showed that the u which achieves maximum

rate of convergence u* is

ek (2)

In practice R is not known and another more practical form of the equation 4

u* must be found. In work recently done by Gardner [25] a more practical

form is obtained:

RSy




st W W

2
M s ———y = 2u* (3)
max . (Ne2)o

The input vector X, is assumed to be Gaussian with independent and identically
distributed elements. N is the order of the adaptive filter,

The adaptive filter we have used is 7th order and the standard deviation
(o) of the input signal used for simulation is .30. According to equation 3 we

should jdeally have

umax = 2.“6 = Zu"-

The Residue Number System requires that the non-integer input signal be scaled
by the factor SCALE, which for our system is 130. (See Appendix B for
calculation of SCALE.) This acts to divide the step size by SCALE so that the

ideal optimum step size will be
u*® = u*/SCALE = .0094

2.1 Determination of Optimum Step Size

In the last section we discussed the ideal optimum step size u* and gave
equations to calculate it. In order to find the optimum step size u o to use in
our hardware, a strategy must be designed with which to obtain the optimum
u from the data output of our computer simulation. Our simulation plots the
ensemble averaged output error. An ensemble averaged curve is simply the
average of a number of such individual curves and approximates the adaptive
behavior in the mean.

The optimum step size is the value of u which minimizes the mean square

error:




———— . > -ty

k
This is a commonly used technique which is consistent with the fact that we
have chosen the Least Mean Squares adaptive algorithm which aiso minimizes
the mean square error. K is the number of iterations chosen to average over
and is larger than the number of iterations required for the error curve of each
u value to settle, Ideally K would be infinity, but fortunately we may adequately
estimate u* with a relatively small K (approximately 1,000 for our case). This
method of finding u* is very easy to implement in our simulation.

The ensemble averaged output error ideally has the form of an exponential:
elt) = k™™

In practice, however, the output error has an 'error floor' that is due to hardware
approximations. This error floor is represented by kz in the non-ideal exponential

form of output error:

-at

e(t) = kle + k

2

The output error curves cannot drop below the error floor, therefore, the number
of iterations to average K can be determined by observing when the error curves

have settled to k2'

22  Effects of Truncating x and Limiting e

As discussed in section 3.2,4 of Chapter |, 8 bits are available with which
to represent the input, the error, and the sign of the product of input and error

in the adaptive algorithm. The approximation for x x° is found by simply

‘ -
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T2

truncating x to NXBIT bits. The approximation for ¢ ¢, however, is found by
saturating at e=2#%(7-NXBIT)-1 if e is too large to be represented with 7-NXBIT
bits. Tl'us is done in order to obtain sensitive adaptation near convergence.
Plots of x and e as they are approximated to x° and e are shown in Figures lla-e.
These approximations will affect the error floor and the rate of convergence
of our simulations.

It can be shown that the rate of convergence is affected by both the
saturation of e and the truncation of x. However, as convergence is approached

the error becomes small and is thus no longer saturated.

Similarly, saturation of e does not affect the error floor because as the

error floor (convergence) is reached e is not saturated. Truncation, however,
has an effect on the error floor, but its effect may be masked by finite arithmetic
errors which are due to integer arithmetic used in the filter,

These facts will be supported with data in Chapter IlIl. In particular, we

shall see that the error floor is primarily determined by the finite arithmetic
and that the rate of convergence is mainly affected by the saturation of e and

the truncation of x.

P

2.3  Filter Order Mismatching Error

Part of this study is to make conclusions on how rate of convergence
and optimum step size are affected by the number of weights in the unknown
filter. The adaptive filter used will have 8 weights (7th order), and for simulation
any number of weights can be entered for the unknown filter. However, when

the filter is built and used the unknown filter will be just that, unknown, and

may have any number of weights., For this reason we will simulate the hardware

using unknown filters of 7, 8 and 9 weights, This will enable us to draw

conclusions about unknown filters of less than, equal to, and greater than 8

weights,
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For this simulation we have chosen the FIR Jowpass filters with all zeros
at z = -1 on the unit circle. This choice of unknown filters is essentially
arbitrary, although our goal is to choose filters wtih similar properties. The

transfer functions are:

7 weights: 26 627 +152° 4202

8 weights: z7 +7z6

9 weights: 25 +827 +282% +562° +702% +562°> 42822 482 41

3 41522 +62 +1

+212° +352% 43522 J2122 472 41

This mismatching of filter orders can be thought of as system noise,
which is represented by N in Figure 12. This noise will act to add misadjustment

error to the system which may decrease u* from the ideal u#,
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Figure 12
Mismatch Error Represented as Noise
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3.0 Simulations

{ In order to find NXBIT and u o which will optimize the filter hardware
b and to study filter order mismatching error we will find and compare the optimum
convergence rate j r) for different combinations of NXBIT (number of bits to
which x is rounded) and NU (number of unknown filter weights). The combinations
which will be simulated to find u r, are shown in Table 1. Results of these

L simulations are given in Chapter IIL

T‘ble l. ]
Optimum Step Size

NU
NXBIT
7 8 9
’ 0 ¥ *o7 M *0g M *09
; 1 LA LT LT
: 2 . . .
j
% 3 . . .
4 . . .
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CHAPTER M. RESULTS
1.0 Introduction

As discussed in Chapter II, the purpose of this thesis is to define an
optimum step size u o and NXBIT for optimum convergence to be used in the
adaptive filter hardware. The values ufi of Table 1 have been obtained by
finding the step size which minimizes the mean square error as discussed in
section 2.1 of Chapter II.

In this chapter u o and NXBIT are obtained, and the effects of mismatching

error are discussed. Also discussed is a better hardware system using sign-

magnitude binary numbers as opposed to 2's complement numbers.

B s
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2.0 Results

21 Determination of Optimum Step Size

We have defined the optimum step size u* as the step size which minimizes
the mean square error:
1
2]
For our case K is constant for all values of 4 so that u* is the step size

which minimizes the total error:

" ~R
o

j=1

Figure 13 shows the output error curves and total error of different u
values for NXBIT = 3 and NU = 8. The range of step sizes simulated was
.003 - 011 with increments of .001, but only three of these were plotted for
the sake of clarity. As u is decreased from .0ll the total error decreases
until a minimum is reached at u*. As u is decreased from u* the total error
increases without limit. If total error were plotted as a function of u the

function would have a bowl shape as shown in Figure 14. For the example

shown in Figure 13 uig is .007.

22  Resulting Optimum_ Step Sizes

The method discussed in the last section was applied to every combination
of NXBIT AND NU to determine all ur-. These values are given in Table 2,
The total error for each of the cases is plotted in Figure 15. The output error

curves and adaptive filter weight plots are found in Appendix C.
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Table 2,
Optimum Step Sizes

NU
NXBIT

7 8 92
0 .002 .002 .002
| .005 005 .005
2 .006 .007 .006
3 .007 007 007
4 .007 .007 .008
5 011 0l1 011
6 .020 017 .020

From Table 2 and Figure 15 it is clear that the order of the unknown
filter does not affect the choice of NXBIT and optimum step size LR for the
filter hardware. This is a very important result in that it insures that our
choice of hardware will work well with unknown systems of varying order.

The value of NXBIT to be used in our hardware will be NXBIT = 3 because
the total error of Figure 15 is a minimum for this value. At this value of
NXBIT u#* is 007 so that Mo will be set at this value., Remember, as shown
in section 2.0 of Chapter I, the actual of the filter is scaled by SCALE (130
for our case). The actual step size is then .917.

As was predicted in section 2.2 of Chapter Il any effects on the error
floor due to the truncation of x are masked by the finite arithmetic errors.
This is seen in the error curves in Appendix C. Similarly, as predicted the rate
of convergence, which is evaluated by the value of the total error, is affected

by the division of bits between e and x. This is seen in Figure 15.
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Note: Total error for different values of
NU cannot be compared because
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unknown filter.
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3.0 Sign-Magnitude Binary Filter

In section 1.0 of Chapter Il a method was suggested which would improve
the accuracy of the adaptive filter hardware. The digital filter as presently
implemented uses 2's complement binary numbers. Two's complement arithmetic
was developed because design of logic networks to do sign-magnitude arithmetic
is awkward. If a system using sign-magnitude numbers can be designed the
accuracy of the adaptive filter will be improved.

In 2's complement arithmetic the exclusive OR'ed sign bits of e and x
must be fed into the ROM, which calculates 2ue“x”, along with e” and
x°.  This is because the magnitude of 2's complement numbers are non-
distinguishable without their sign bit. An incorrect update quantity would be
calculated in the ROM without the sign bits.

In sign-magnitude arithmetic the exclusive OR of the sign bits can
post-multiply the update quantity at the output of the ROM. The magnitude
of a sign-magnitude number is distinguishable without its sign bit. Because the
sign bit need not be fed into the ROM, all 8 ROM inputs are left to divide
between e and x. Therefore, the accuracy of either e or x is improved by one
bit.

The 8 bits available for e and x can be divided in any manner, just as
the 7 bits of the 2's complement system were divided. For the sign-magnitude
system further simulations must be run in order to determine a u o and NXBIT
for optimum convergence to be used in the adaptive filter. The system with

NXBIT = 4 is shown in Figure 10b (Chapter II).
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CHAPTER 1IV. CONCLUSION

The purpose of this thesis has been to further develop an adaptive filter
hardware and to study the performance and certain characteristics of the filter
simulation. Specifically we have determined that NXBIT = 3 and u oF .007 are
the best values of these two parameters to be used in the hardware. NXBIT
is the number of bits to which the input signal x is rounded and u o is the
optimum step size used in the adaptive updating algorithm. The optimum
hardware configuration utilizing these parameter values is shown in Figure 16,
It is intended in the future that this update hardware be added to the digital
filter hardware presently completed,

It has also been shown that this filter will adapt well to unknown systems
of varying order. That is, the order of the unknown {ilter does not affect the
choice of NXBIT and M, used in the hardware.

One method of improving the accuracy of the hardware from that shown
in Figure 16 is discussed in section 3.0 of Chapter Ill. Further study is needed
to find additional methods of increasing the filter's accuracy.

The results of this thesis have clearly shown that hardware implementation
can considerably decrease the accuracy of an ideal adaptive filter. However,
the accuracy of this adaptive digital filter is well within the range required for
many real systems and should have practical uses in many areas of signal

processing.
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APPENDIX A
Program Listing

A listing of the program used to simulate the adaptive filter is included
here. As listed, the program plots the absolute value of the difference between

the unknown and adaptive filters (error). The adaptive filter weights are also

listed, but not plotted.
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SCONTRUL USLINIT,LOCATIUN,MAP,LABEL
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¢ PRUGRAM PRUJEC)
c THIS PROGRAM SIMULATES A PIPELINE RNS ADAPTIVE
E {LIER. TRYING Tu MAICH A USER=ENWTERED uUnKnUaN
C
EQ!.!.!..!V‘RI‘BLE JDENTIFICATIUNSR Rt naenanntanetdaden
¢ PITY = NUMpsEx OF thﬁATIONS 70 RUw
[ KRUN = nUMmper UF KUNS YO AVERAGE
c K * NUMBEK UF noob ;N PIPELINE DESIGW
C NU = Numderx PF wEIGHTS IN UNKNUan FILTER
[ NA ® NUmpeRr UF WEIGHRTS gN ADAPTYIVE FéLTER
¢ MLl = AKRAY OF MODS FOUR PIPELINE RN FILTER
E 8i) * ARKAY UF COWSTANTS FOR CHl. mEM, ALGOR]THM
¢ NABITS ® NUMpEX UF M 8§ BITS TO ROUND X Tu
C NERR o NUM UF B8l1TS FOk UPPER LIMJI Uw EWHxOR
E 1SL ® FLAL FOR OSLUNED=DUNNSUPDATE ALGUR]THM
I X = INPUT SlonaAL
¢ Jx i} ® ARRAY OF UVELAYED VALUES OF JwPul SIGNAL AS 1h158£d
c JX( l) CunTAltS rne MOST RECENT S1GWAL INP
¢ 1x = lwPul SlomwAL AS INTEGER
c Y = QUTPUT FRUM UNKRNORIN FILTER :
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. al) e LUEF ANKAY FUK UNKNOWN FILIER (DIM TO NU) i
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t 2e i) e
" {All = COtF AWKAY FOUR ADAPTIVE FILTER (VIM 10 Keiva)
¢ i1 () ® ANRRAY UF UELAY LINES FUR Avar® FILIER (Keha)
E 1421) .
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APPENDIX B
Simulated System

The system simulated by the program in Appendix A is shown in Figure 17.
The signal is scaled by SCALE at several points in the system because the
Residue Number System requires integer arithmetic. We would like SCALE to
be as large as possible without causing the system to exceed the RNS numbers
available. Because we have chosen the mods 11, 13, 15 and 16 the range of
integers available is (-1/2(11°13°15°16), 1/2(11°13°15°16)). To calculate the value
of SCALE to use we will assume the system is a pipelined TDL with the weights

n

w; normalized such that ] w, = SCALE. The output of the filter is
i=o

n
y; = 1 w; x(i-2)
i=o
which is less than

e * L
X * w.
max =0 1

If the input signal is assumed to be maximum at the value SCALE the output

becomes

2
Ymax ° (SCALE"®)

which must not exceed the range of RNS numbers, therefore:
Ymax * 1/2(11°13°15°16)

SCALEZ = 1/2(11°13¢15°16)

The value we will use in the adaptive filter will then be

SCALE = 130.996.
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APPENDIX C
Error and Adaptive Weight Plots

Contained here are the error and adaptive weight curves for each shown
in Table 2, These were obtained from simulations of each combination of NXBIT
and NU run at their optimum step size. The filter weights should converge to
normalized, scaled versions of those in section 2.3 of Chapter Il. These values

are given in Table 3.
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